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Abstract

This paper provides a simple dynamic model that explores the interdependence and dynamic properties of hate, violence and economic well-being. It shows that a time-dependent economic growth process that affects the evolution of hate can yield a long run steady state, but this steady state will not be free of hate and violence. Moreover, we show that better (long run) economic conditions do not necessarily result in lower equilibrium levels of hate and violence. We show that, under reasonable conditions, cycles of hate and violence cannot occur and consequently, the dynamics of hate and violence cannot give rise to cyclical patterns of economic well-being. While both stable and unstable equilibria are possible, the most likely equilibrium is unstable (a saddle point). Using a linear example, we show that instability becomes more likely with an increase in the: responsiveness to economic condition and violence; willingness to forgive; marginal cost of violence and “length” of a country’s memory.
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1 Introduction

Hate and violence have been a common feature of human history. Secular and religious scholars, as well as leaders and warriors, have discussed their nature throughout history. As far back as the 5th century BC, Thucydides wrote about the nature of violence, observing that wars lead to even worse wars. The Bible, likewise, recognized that violence begets violence.” The relationship between hate and violence is complex. What is clear, however, is that the two are very closely intertwined: they affect and are affected by each other. Making matters more complex is the fact that they are both affected by other factors which, in turn, impact their evolution. In the aftermath of 9/11, hate and violence have become the subject of renewed endless debates, as well as extensive academic research. Indeed, there is now a vast literature on the subject encompassing historical, philosophical, social, religious, psychological, political, economic and cultural aspects of hate and violence.2

Naturally, in the academic literature, each discipline has its own focus, tools and perspectives; possibly also its own pre-conceptions. Thus, for example, many sociologists, psychologists and political scientists explain hate by underlying “root causes”.3 Economists, on the other hand, tend to explain all phenomena, hence also hate and violence, as an outcome of underlying optimal decision-making processes (in addition to root causes).4 Behaviour by individuals or governments is, therefore, explained as the outcome of an underlying strategic “game”.5 Interestingly, though, even non-economists often argue that phenomena like hate, extremism and violence can be explained by economic considerations such as competition over scarce resources.6 Here too, government policies, including incitement in the face of such rivalry, are viewed as part of an overall strategy.

The purpose of this paper is to develop a simple model that can explain the dynamic properties of hate and violence. Instead of focusing on possible root causes, or strategic policy determinants of hate, we focus on its evolution and properties. We do not argue that root causes or strategic considerations do not play a role: we acknowledge that they do. But, although they may affect hate, the level of hate and its evolution are not a matter of choice by individuals; they are governed by motion (evolution) equations. Even strategic policy makers must take these motion equations into account. We can think of strategic policy makers as using these motion equations to “their advantage”. That is, a strategic policy is a way of “manufacturing” root causes: it can induce hate directly (e.g., by incitement), or indirectly (by affecting the root causes). To paraphrase

\[^1\text{Matthew 26:52, King James Bible version: “for all they that take the sword shall perish with the sword”}.\]

\[^2\text{For example, Sternberg and Sternberg (2008) provide a comprehensive discussion of the psychological aspects of hate, Nozick (1997) and Breton (2002) provide a general discussion of political, economic and philosophical aspects of extremism.} \]

\[^3\text{For examples of studies of root causes see Blomberg and Hess (2002), Blomberg et al. (2004), Bandarage (2004) and Sandler and Enders (2004).} \]

\[^4\text{See discussions in Glaeser (2005), Cameron (2009).} \]


\[^6\text{See for example, Sternberg and Sternberg (2008), Piazza (2006), Eizenstat Porter and Weinstein, (2005) and Pape (2003). See also Sherif (1966), who proposes a “realistic conflict theory”.} \]
Herman and Chomsky (1988), these strategic policies serve to “manufacture dissent”. Nevertheless, since the evolution of hate is still governed by the motion rules, strategic policies must also take these rules into account.7

The paper examines the dynamics of hate and violence in a conflict between two countries (rival groups, communities, etc.) that have a history of conflict, hate and violence. The history of the relationship may be explained by ethnic, racial or religious conflicts. It may also be due to geographical, ideological, or economic conflicts. In general, the root causes of the conflict reflect a combination of these underlying factors. But, regardless of the underlying root causes, within such a relationship, hate and violence are clearly interdependent: they affect and are affected by each other. In fact, both the literature on the psychology of hate and the literature on the political/sociological theory of conflicts, recognize that violence and hate may result in a “vicious circle”: violence breeds hate, but hate in turn breeds violence.8 Moreover, economic considerations also become part of this vicious circle. Economic well-being affects the evolution of hate directly (presumably, an improvement in economic well-being mitigates the evolution of hate). But, economic well-being itself is affected by costly violence,9 which in turn is affected by hate.

These interdependent relationships and their effect on the evolution of hate are captured in this paper within a system of differential equations. We use the model to study the dynamic properties of hate and violence. We begin by defining an ideal state of “genuine peace”,10 in which there is neither hate, nor violence. We then show that, given a time-dependent economic growth process (that affects the evolution of hate), a long run steady state is possible but, in general, such steady state will not be characterized by genuine peace. Moreover, we show that a better long run economic environment does not necessarily result in lower equilibrium levels of hate and violence. Next, we examine the stability properties of the (hate and violence) equilibrium. First, we show that, under reasonable conditions (when both rivals are “congruent”, or reciprocating countries, who are attuned to each other’s nature), cycles of hate and violence cannot occur. Consequently, the dynamics of hate and violence in itself cannot give rise to cyclical patterns of (net) economic well-being; such cyclical patterns can only arise due to cyclical patterns of gross growth rates. We demonstrate that for cycles to occur, we would need to have a case where, for one and only one country, reciprocity (congruency) does not hold. Second, we show that, while it is possible to have either stable, or unstable equilibria, under reasonable conditions it is more likely to have unstable ones. Specifically, the most likely outcome is a saddle point. Finally, we provide an example of a linear system that can be used to study the effects of changes in the parameters on the stability of the system. We show that instability becomes more likely if there is an increase in the responsiveness to economic condition and violence; the unwillingness to forgive; the marginal cost of

---

7A differential game model, with strategic governments, is currently pursued by the author.
9It is also possible that “net economic well-being” is affected by captured resource hence giving rise a strategic motive for the conflict.
10Discussed, for example, in Levi (2008).
violence and the “length” of a country’s memory.

2 The Model

Consider the dynamic relationship between two countries (rival groups, communities, etc.) that have a history of conflict, hate and violence. To model the interdependence of the factors that affect the evolution of hate, we begin by looking at the determinants of violence. Let Country $i$’s hate toward Country $j$, $(i \neq j)$, at each point in time, $t$, be given by $h^i(t)$. We allow for the possibility the hate may be negative. In such a case we can think of it as “love”. We view hate as a state (stock) variable that summarizes the state of a country’s antagonism in the conflict. Let Country $i$’s violence toward Country $j$, $(i \neq j)$, at each point in time, $t$, be given by $v_i(t)$. We allow for the possibility the violence may be negative, in which case we can think of it as “benevolence”. We view violence as a “flow variable”. We assume that a country’s violence toward its rival depends on three variables: its hate toward the rival, the rival’s level of hate and the rival’s level of violence. This is described by the following two continuously differentiable functions:

\[ v_1(t) = V^1[h_1(t), h_2(t), v_2(t)] \]
\[ v_2(t) = V^2[h_1(t), h_2(t), v_1(t)] \]

We assume that when hate in both countries is zero, the solution to the two equations is $v_1 = v_2 = 0$, namely: $V^i[0, 0, 0] = 0$, $i = 1, 2$.

Country $i$’s violence toward Country $j$ $(\neq i)$ is assumed to be an increasing function of its hate, the other country’s hate and the other country’s violence:

\[ \frac{\partial V^i[h_1(t), h_2(t), v_2(t)]}{\partial h_j} > 0, \ i, j = 1, 2 \]
\[ \frac{\partial V^i[h_1(t), h_2(t), v_2(t)]}{\partial v_j} > 0, \ i, j = 1, 2, \ i \neq j. \]

Let us now examine the role of economic considerations. Consider some measure of economic performance, at time $t$, in Country $i$. For example, this may be a measure of Country $i$’s GDP. We assume that any type of violence in the conflict (regardless of its source) has an economic cost. Denote gross and net GDP in Country $i$, at time $t$ as $x_i(t)$ and $y_i(t)$, respectively. Suppose that a fraction of gross GDP is lost due to violence in the conflict. Let this fraction, denoted as $c^i$, be captured by the continuously differentiable cost function,

\[ c^i = C^i[v_1(t), v_2(t)], \ i = 1, 2 \]

We assume that the cost function is increasing in violence (in either country), but when there is no violence the costs are zero. Namely,

\[ \frac{\partial C^i[v_1(t), v_2(t)]}{\partial v_j} > 0, \ i, j = 1, 2 \]
Thus, net GDP is given by:\textsuperscript{11}

\[
y_i[v_1(t), v_2(t), t] = x_i(t)(1 - C^i[v_1(t), v_2(t)]), \ i = 1, 2
\] (4)

Now, define the net economic growth rate in Country \(i\) as:

\[
w_i[v_1(t), v_2(t), t] = \frac{d}{dt}\ln[y_i[v_1(t), v_2(t), t]] = \frac{\partial r^i[v_1(t), v_2(t), t]}{\partial v_j} < 0, \ i, j = 1, 2
\] (5)

where \(g_i(t)\) is the gross rate of economic growth and \(r^i[v_1(t), v_2(t), t]\) is the rate of growth in the fraction of GDP that is not lost due to violence \((1 - C^i)\). Note that since \(\partial C^i[v_1(t), v_2(t)]/\partial v_j > 0\), we have:

\[
\frac{\partial r^i[v_1(t), v_2(t), t]}{\partial v_j} < 0, \ i, j = 1, 2
\] (6)

Thus, since in the absence of violence, the net and gross rates of economic growth are the same, we have:

\[
w_i[0, 0, t] = g_i(t)
\] (7)

Let us assume that the gross rate of economic growth converges to some “long run” value of :

\[
g_i^* = \lim_{t \to \infty} g_i(t) = \lim_{t \to \infty} w_i[0, 0, t].
\]

We can now turn to the evolution of hate. We assume that the evolution of hate depends on the countries’:

(i) levels of hate,
(ii) levels of violence and
(iii) net economic growth. The evolution of hate can, therefore, be described by the following two differential equations:

\[
\frac{dh_1}{dt} = H^1(h_1, h_2, v_1, v_2, w_1)
\] (8)

\[
\frac{dh_2}{dt} = H^2(h_1, h_2, v_1, v_2, w_1)
\]

where \(H^1\) and \(H^2\) are continuously differentiable functions and where, for notational simplicity, the time variable, \(t\), is dropped for the rest of the paper whenever it is not required. The complexity of the dynamics of hate is due to the fact that it depends on hate, violence and economic conditions, but levels violence themselves are determined simultaneously and depend on hate levels and in addition they affect net economic conditions.

Let us now consider the likely properties the evolution of hate equations. In general, the response of a country’s evolution of hate to its rival’s hate falls into one of two categories: it may, or may not be reciprocating

\textsuperscript{11}Note that it may be possible to consider an alternative scenario where \(v_i(t)\) reflects, at least partially, an attempt by country \(i\) to gain resources from country \(j\). In other words, at least some of the violence may “rational”, in the sense that it is motivated by “strategic aggression”. This, requires a differential game framework which will be pursued in a separate paper.
(\partial H^i / \partial h_{j \neq i} < 0, \text{ or } \partial H^i / \partial h_{j \neq i} > 0). Essentially, this captures the country’s degree of congruence (being attuned to the nature of its rival). Similarly, the response of a country’s evolution of hate to its own hate falls into one of two categories: it may have a long, or a short “memory” (\partial H^i / \partial h_i < 0, \text{ or } \partial H^i / \partial h_i > 0). There are, therefore, four possible combination to consider. These cases are shown in Table 1:

Table 1: The Nature of Country i - Effects of Hate

Table 1 above describes, what we refer to as, a country’s intrinsic type. As we will show later, however, a country may have a “perceived” type which is different than its intrinsic one. This may occur for the following reason. Violence and economic condition depend on hate and consequently the effects of a change in hate has both direct and indirect effects. The direct effect is what we referred to above as the intrinsic type (captured by \partial H^i / \partial h_j). The indirect effect captures the effect of a change in hate on the evolution of hate through its effects on violence and economic conditions (or other, so called, “root causes”). The overall, or “perceived” effect is the sum of the two, so there is no reason why the overall effect should have the properties (say, sign) as the intrinsic type. This will be shown below.

As for the effects of violence on a country’s evolution of hate, here too, we may have four cases. A country may be “masochistic”, or vengeful (\partial H^i / \partial v_{j \neq i} < 0, \text{ or } \partial H^i / \partial v_{j \neq i} > 0) with respect to violence by its rival. Moreover, a country’s own violence may give rise to a “need to justify” its actions by minimizing cognitive dissonance, hence effecting the evolution of hate positively (\partial H^i / \partial v_i > 0). On the other hand, it may exhibit dissonance “affinity”, or incongruence, so that its own violence and the evolution of its hate are negatively related (\partial H^i / \partial v_i < 0). These cases are shown in Table 2:
Table 2: The Nature of Country i - Effects of Violence

Although, there are several possible configurations, not all are equally likely. Specifically, it does not seem likely that an increase in the rival’s levels of hate, or violence would have a negative effect on a country’s evolution of hate. Thus, we can expect to have:

\[
\frac{\partial H^i}{\partial h_j} > 0, \quad i, j = 1, 2, \quad i \neq j
\]  
(9)

This eliminates regions III and IV in Tables 1 and 2. Furthermore, the literature on the psychology of hate has found that, as a result of the need to minimize cognitive dissonance, violence against a rival will actually lead to an increase in hate toward the rival. This eliminates regions II and III in Table 2. Thus, we assume that:

\[
\frac{\partial H^i}{\partial v_j} > 0, \quad i, j = 1, 2, \quad i \neq j
\]  
(10)

The effect of a country’s own hate on the evolution of its hate, however, is not that clear. On the one hand, as is common in macroeconomic models, there may be persistence, or inertia. On the other hand, there may be “depreciation”, or willingness to forget. Hence, it is not clear how the current level of a country’s own hate affects its evolution of hate; \( \frac{\partial H^i}{\partial h_i} \) may be positive, negative, or zero. Altogether, therefore, regions I, II in Table 1 and region I in Table 2 are likely to arise. If we are willing to allow for remorsefulness, then it is also possible to have a remorseful, but vengeful country.

Finally, it is well recognized in the literature that economic well-being affects the nature, prevalence and severity of conflicts. Thus, we assume that net economic growth in a country has a negative effect on a

---

12 This is, therefore, related to positive feedback natural systems. See DeAngelis, et. al. (1985).


14 Note that if region II in Table 2 is not eliminated, we would end up with a case of a vengeful, but “remorseful” country.

15 This is common in macroeconomic models and in models of love. See, for example, Strogatz (1994), Rinaldi (1998), and Sprott (2004).

16 See Levy (2008) for example.

17 For example, Muller and Weede (1990) and Blomberg, Hess and Weerapana (2004) find that high levels of economic well-being
country’s evolution of hate.\textsuperscript{18} In other words, we have:

\[
\frac{\partial H^i[h_1, h_2, v_1, v_2, w_i]}{\partial w_i} < 0, \quad i = 1, 2
\]

Since \(w_i = g_i + v_i\), this implies that:

\[
\frac{\partial H^i[h_1, h_2, v_1, v_2, w_i]}{\partial g_i} < 0, \quad \frac{\partial H^i[h_1, h_2, v_1, v_2, w_i]}{\partial r_i} < 0, \quad i = 1, 2
\]

Our model is, therefore, described by equations (1), (5) and (8). To study its dynamic properties, we first solve for the flow (non-state) variables \(v_1, v_2, w_1, w_2\) in terms of the state variables \(h_1\) and \(h_2\). Let us begin with the violence equations in (1). Write these equations as:

\[
v_1(t) - V^1[h_1(t), h_2(t), v_2(t)] \equiv F^1[v_1(t), v_2(t); h_1(t), h_2(t)] = 0 \quad (11)
\]

\[
v_2(t) - V^2[h_1(t), h_2(t), v_1(t)] \equiv F^2[v_1(t), v_2(t); h_1(t), h_2(t)] = 0
\]

The corresponding Jacobian, denoted by \(F\), is given by:

\[
F \equiv \begin{bmatrix}
1 & -\frac{\partial V^1}{\partial v_1} \\
-\frac{\partial V^2}{\partial v_1} & 1
\end{bmatrix}
\]

(12)

For a solution to exist we must have:\textsuperscript{19}

\[
|F| = 1 - \frac{\partial V^1}{\partial v_2} \frac{\partial V^2}{\partial v_1} \neq 0
\]

Assuming that this condition holds, let the solution to equations (1) be given by:

\[
v^*_1 = V^{*1}(h_1, h_2)
\]

\[
v^*_2 = V^{*2}(h_1, h_2)
\]

Now, consider the effects of an increase in hate on violence. Using equations (1) we have:

\[
\begin{bmatrix}
1 & -\frac{\partial V^1}{\partial v_2} \\
-\frac{\partial V^2}{\partial v_1} & 1
\end{bmatrix}
\begin{bmatrix}
\frac{\partial V^1}{\partial h_1} \\
\frac{\partial V^2}{\partial h_1}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial V^1}{\partial h_1} \\
\frac{\partial V^2}{\partial h_1}
\end{bmatrix}
\]

\(i = 1, 2\)

Thus,

\[
\begin{bmatrix}
\frac{\partial V^1}{\partial h_i} \\
\frac{\partial V^2}{\partial h_i}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial V^1}{\partial h_1} + \frac{\partial V^2}{\partial h_2} \frac{\partial V^2}{\partial h_1} \\
\frac{\partial V^1}{\partial h_2} + \frac{\partial V^2}{\partial h_1} \frac{\partial V^2}{\partial h_1}
\end{bmatrix}
\frac{1}{|F|}
\]

\(i = 1, 2\)

(14)

Since \(\frac{\partial V^1}{\partial h_i} > 0, \frac{\partial V^1}{\partial h_2} > 0, \frac{\partial V^2}{\partial h_1} > 0\) the effects of an increase in hate on violence depend on the sign of \(|F|\). But, what is the sign of \(|F|\)? To answer this question, remember that we have \(V^i[0,0,0] = 0, i = 1, 2\). Now,

\textsuperscript{18} Note that it is also possible to add a “jealousy effect” in equations (8). This can be captured by taking \(H^i\) to be an increasing function of \(w_j(t), i \neq j\).

\textsuperscript{19} As required by the implicit function theorem.
starting at the point where hate and violence in both countries are zero, suppose that levels of hate move away from zero in either direction. Then, if \( |F| < 0 \): (i) as hate increases, violence becomes negative (it becomes benevolence) and with higher levels of hate we get higher levels of benevolence, (ii) as hate decreases (it becomes love), violence become positive and with higher levels of love we get higher levels of violence. This is, clearly, unreasonable. Thus, in the following we assume that \( |F| > 0 \), so that.

\[
\frac{\partial V^{*i}}{\partial h_j} > 0, \text{ all } i, j = 1, 2
\]

Furthermore, we also have,

\[
0 = V^{*1}(0, 0), \ 0 = V^{*2}(0, 0)
\]

In other words, if there is no hate, there is also no violence.

Now, plugging the solution for \( v_i^{*} \), \( i = 1, 2 \) into equations (4), (5) we get the solution for net growth as:

\[
w_1^* = g_1 + r^1[V^{*1}(h_1, h_2), V^{*2}(h_1, h_2)] = g_1 + r^1(h_1, h_2) \equiv w_1^*(h_1, h_2; g_1)
\]

\[
w_2^* = g_2 + r^2[V^{*1}(h_1, h_2), V^{*2}(h_1, h_2)] = g_2 + r^2(h_1, h_2) \equiv w_2^*(h_1, h_2; g_2)
\]

Then, from equations (5), (6) and (15) we have:

\[
\frac{dw_i^*}{dh_j} < 0, \text{ all } i, j = 1, 2
\]

Furthermore, when \( h_1 = 0 \), \( h_2 = 0 \), we, \( w_i^*(0, 0, g_i) = g_i \).

The solutions for the variables \( v_1, v_2, w_1, w_2 \) in terms of our state variables \( h_1 \) and \( h_2 \) and growth variables \( g_1 \) and \( g_2 \) can now be plugged into the two differential equations to obtain:

\[
\frac{dh_1}{dt} = H^1[h_1, h_2, V^{*1}(h_1, h_2), V^{*2}(h_1, h_2), g_1 + r^1(h_1, h_2)] \equiv G^j(h_1, h_2; g_i)
\]

\[
\frac{dh_2}{dt} = H^2[h_1, h_2, V^{*1}(h_1, h_2), V^{*2}(h_1, h_2), g_2 + r^2(h_1, h_2)] \equiv G^j(h_1, h_2; g_i)
\]

The dynamic properties of the system are captured by equations (17). To understand the nature of the system we need to examine the partial derivatives of the \( G_i \) functions. Define \( h \equiv (h_1, h_2) \) and \( G^i_j \equiv \partial G^i(h; g_i)/\partial h_j, \ i, j = 1, 2 \). Assuming that \( G^i(h; g_i), \ i = 1, 2 \), is continuously differentiable define the Jacobian matrix corresponding to these two equations, at \((h; g_i)\), as:

\[
J = \begin{bmatrix} G^1_1 & G^1_2 \\ G^2_1 & G^2_2 \end{bmatrix}
\]

\[
= \begin{bmatrix} \frac{\partial H^1}{\partial h_1} + \frac{\partial H^1}{\partial v_1} + \frac{\partial H^2}{\partial v_2} + \frac{\partial H^2}{\partial h_2} + \frac{\partial r^1}{\partial v_1} + \frac{\partial r^2}{\partial v_2} + \frac{\partial r^1}{\partial h_2} + \frac{\partial r^2}{\partial h_2} \\ \frac{\partial H^1}{\partial h_1} + \frac{\partial H^1}{\partial v_1} + \frac{\partial H^2}{\partial v_2} + \frac{\partial H^2}{\partial h_2} + \frac{\partial r^1}{\partial v_1} + \frac{\partial r^2}{\partial v_2} + \frac{\partial r^1}{\partial h_2} + \frac{\partial r^2}{\partial h_2} \end{bmatrix}
\]

where,

\[
\rho^i_j = \frac{dH^i}{dv^*j} = \frac{\partial H^i}{\partial v^*j} + \frac{\partial H^i}{\partial w^i} \frac{\partial w^i}{\partial v^*j}
\]
The determinant of $J$ is given by:

$$|J| = G_1G_2^2 - G_2G_1^2$$

What can we say about the signs of the elements of the matrix $J$? Since $\frac{\partial H_i}{\partial x_j} > 0$, $\frac{\partial v}{\partial x_j} < 0$ for all $i, j$ and $\frac{\partial H_i}{\partial net} < 0$, for all $i$, we have,$^{20}$

$$\rho_j^i > 0, \ i, j$$

But, since $\frac{\partial H_i}{\partial x_j} > 0$, $\frac{\partial v}{\partial x_j} > 0$ for all $i \neq j$, we have,

$$G_j^i > 0, \text{ for all } i \neq j$$

Unfortunately, since the effect of a country’s own hate on the evolution of its hate ($\frac{\partial H_i}{\partial h_i}$), is not that clear, we cannot determine the sign of $G_j^i$. Given that the sign of the diagonal terms are unknown this also means that so is the sign of the determinant of $J$. How likely is it for $\frac{\partial H_i}{\partial h_i}$ to be positive? We know that a sufficient condition for $G_j^i > 0$ is that $\frac{\partial H_i}{\partial h_i} > 0$ and a necessary and sufficient condition is that

$$\frac{\partial H_i}{\partial h_i} > -\left(\frac{\partial v}{\partial x_j} \frac{\partial v}{\partial x_j} + \frac{\partial v}{\partial x_j} \frac{\partial v}{\partial x_j} + \frac{\partial H_i}{\partial x_j} \frac{\partial H_i}{\partial x_j}\right).$$

But, the effects of depreciation, or forgetfulness, even when they exist, may not be sufficient to outweigh the effects of violence (which consist of its direct effects and its indirect effects through its impact on the economic cost of the conflict). The case of when $G_j^i > 0$, therefore, seems quite likely.

Finally, note that while the properties of the Jacobian matrix $J$ are related to the intrinsic styles (properties) shown in Figures 1 and 2 above, there is no a priori reason why $G_j^i$ and $H_j^i$ should always have the same signs (although here we have that $H_j^i \neq 0$ and $G_j^i \neq 0$ are both positive). The intrinsic type of a country is captured by the properties of $H^i$, whereas its perceived type is captured by the properties of $G^i$. The properties of $G^i$ reflect both the intrinsic nature of a country and all the other factors that depend on hate and play a role in its evolution. In our example these other factors include violence and economic conditions. But in a more general model they may also include other root causes. Namely, factors that effect and are effected by hate; some of which may be the result of underlying strategic (game) considerations (e.g., by political actors). Confusion over what is intrinsic and what are root causes may explain why there so much debate and disagreement over the causes of hate, violence, extremism and terrorism.

### 3 Steady State

Let us first look at the special case when the two growth rates are constant. We assume that for any given (finite column) vector $h = (h_1, h_2)^T$, when $g_i$ is “sufficiently” low we have $\frac{\partial h_i}{\partial t} > 0$ and when $g_i$ is “sufficiently”

$^{20}$Note that if we include a jealousy effect, then when violence increases in any single country, as a result, in both countries: economic costs increase, thus reducing net growth rates and hence affecting the evolution of hate. It is reasonable, however, that the impact of the reduction in a country’s own growth is greater than the impact of the reduction in the rival’s growth (the jealousy effect). Thus, we may have: $\rho_j^i > 0, \ i \neq j$, if $\frac{\partial H_i}{\partial x_j} \frac{\partial v}{\partial x_j} > -\frac{\partial H_i}{\partial x_j} \frac{\partial v}{\partial x_j}$. 
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high we have $\frac{dh_i}{dt} < 0$. Given continuous $G^i(h_1, h_2; g_i)$ functions and since $\partial H^i/\partial g_i < 0$, for all $h, g_i$, this implies that for any given (finite) $h$, there exists some fixed rate of economic growth in Country $i$, given by $g_i^h$, such that,

$$\frac{dh_i}{dt} = G^i(h; g_i) \begin{cases} > 0, & \text{for all } g_i < g_i^h \\ = 0, & \text{for all } g_i = g_i^h \\ < 0, & \text{for all } g_i > g_i^h \end{cases}$$

Specifically, this implies that, in the absence of hate or violence in either country, there exists some fixed rate of economic growth in Country $i$, given by $g_i^0$, such that,

$$\frac{dh_i}{dt} = H^i[0,0,0,0,g_i] \equiv G^i(0,0; g_i) \begin{cases} > 0, & \text{for all } g_i < g_i^0 \\ = 0, & \text{for all } g_i = g_i^0 \\ < 0, & \text{for all } g_i > g_i^0 \end{cases}$$

Namely, the fixed growth rates $g_1^0$, $g_2^0$ are consistent with zero hate in both countries. These can be viewed as “normal” growth rates, in the sense that they are required in order to keep hate levels in both countries at zero levels. Clearly, in general, there is no reason why $g_i^0$ should be the same as the (fixed) long run growth rate (LRGR) $g_i^*$.21

Let us now examine the existence and nature of a steady state (SS) solution. First, obviously, time-dependent growth rates cannot yield a SS. Second, for fixed growth rates $g_1, g_2$, a SS (if it exists), is defined by the two conditions:

$$G^i(h_1, h_2; g_i) = 0$$

Hence, if $g_i = g_i^0 = constant$, $i = 1, 2$, then $h_1 = h_2 = 0$ satisfies equations (19). In other words, if growth rates in both countries are constant and equal to the normal rates, then we have a SS with zero hate. But, can we have a SS with zero hate when we do not have constant normal growth rates in both countries? Since $G^i(0,0; g_i^0) = 0$ and $\partial G^i(0,0; g_i)/\partial g_i < 0$ for all $g_i$ (and regardless of what $g_j \neq i$ is), we know that there is no other fixed value of $g_i$ that satisfies $G^i(0,0; g_i) = 0$. Hence, we can have a SS with zero hate if and only if both countries have the (fixed) normal growth. Since there is no reason why growth in both countries should be fixed and equal to the normal growth rates, if is clear that, in general, we will not have a SS with zero hate. In other words, genuine peace is not likely as a SS.

But, does a SS with any level of hate exist? Since the only constant growth rates are the two long run growth rates $g_1^*$ and $g_2^*$, the question is whether there exists a vector $h^* \equiv (h_1^*, h_2^*)$ such that:

$$G^i(h^*; g_i^*) = 0$$

21 There is also no reason why, for general non-linear functions, $g_i^0$ should be zero for both countries.
Define the corresponding Jacobian matrix evaluated at \( h^*; g^* \) as,

\[
A \equiv \begin{bmatrix}
  a_1^1 & a_2^1 \\
  a_1^2 & a_2^2 \\
\end{bmatrix}
\]

where \( a_j^i \equiv G_j^i(h^*; g_i^*) \). Assuming that the determinant of the Jacobian \( A \) does not vanish at \( h^*; g^* \), there exists a vector \( h^* \equiv [h_1^*(g^*), h_2^*(g^*)] \), where \( h^*(g^*) \) is a continuously differentiable and satisfies the two conditions in equations (20). Although it is obvious that

\[
h_i^*(g_i^0, g_j^0) = 0, \quad i = 1, 2
\]

in general we expect to have \( g_i^* \neq g_j^0 \), so we conclude that it is not likely that we will have: \( h_i^* = 0, \) for \( i = 1, 2 \).

To be able to understand the nature of the SS we examine the properties of the two conditions (isoclines, or demarcation curves) \( G^1(h; g_i^0) = 0 \) (denotes as \( IC_1 \)) and \( G^2(h; g_2^0) = 0 \) (denoted as \( IC_2 \)) around the SS \( h^* \) (and given the long run growth rates \( g_1^*, g_2^* \)). Total differentiation yields the slopes of \( IC_1 \) and \( IC_2 \), at \( h^* g^* \), denoted as \( S_1 \) and \( S_2 \), respectively, as:

\[
S_1 = \left. \frac{dh_2}{dh_1} \right|_{(h^*, g_1^*)} = -\frac{a_1^1}{a_2^2}
\]

\[
S_2 = \left. \frac{dh_2}{dh_1} \right|_{(h^*, g_2^*)} = -\frac{a_2^1}{a_2^2}
\]

While we know that \( a_j^i > 0, \) for \( i \neq j \), we do not know the sign of \( a_j^i \). Thus, we do not know the signs of \( S_1 \) and \( S_2 \) at \( h^* \). Moreover, comparing the two slopes we get:

\[
S = S_1 - S_2 = -\frac{|A|}{a_2^1 a_2^2}
\]

Again, since we do not not the signs of \( a_2^2 \) and \( |A| \), we do not know which isocline is steeper (we do not know the sign of \( S \)). It may be possible, however, to infer the likelihood of the two possible cases \( (S > 0 \) and \( S < 0) \) by examining the effects of a change in long run growth rates on the SS. A Change in \( g_i^* \) shifts \( IC_i \), thus affecting the SS values of \( both h_1^* \) and \( h_2^* \). From equations (20) we get:

\[
A \frac{dh^*}{dg^*} = -A_g
\]

where the 2X2 matrices \( \frac{dh^*}{dg^*} \) and \( A_g \) are given by:

\[
\frac{dh^*}{dg^*} = \begin{bmatrix}
  \frac{dh_1^*}{dg_1^*} & \frac{dh_1^*}{dg_2^*} \\
  \frac{dh_2^*}{dg_1^*} & \frac{dh_2^*}{dg_2^*} \\
\end{bmatrix}
\]

\[
A_g = \begin{bmatrix}
  a_1^1 & 0 \\
  0 & a_2^2 \\
\end{bmatrix}
\]

where \( a_j^i \equiv \partial G^i(h^*; g_i^*)/\partial g_i \). Thus, the effect of a change in long term growth rates is given by:

\[
\frac{dh^*}{dg^*} = -A^{-1} A_g
\]
where \( A^{-1} \) is the inverse of \( A \). Since \( \partial G^i(h; g_i)/\partial g_i = \partial H^i/\partial w_i \partial w_i/\partial g_i < 0 \), we also have: \( a^i_{gi} \equiv \partial G^i(h^*; g_i^*)/\partial g_i < 0 \).

We know that an increase in \( g_i^* \) shifts \( IC_i \). In fact, since the off-diagonal elements in \( A \) are positive and \( a^i_{gi} < 0 \), we know that when \( g_i^* \) increases \( IC_1 \) shifts up and when \( g_i^* \) increases \( IC_2 \) shifts to the right. But, unfortunately, since (as was shown above) we do not know the sign of the determinant of \( A \), or the signs of its diagonal elements, we do not know if the two isoclines are upward, or downward sloping and we do not know which is steeper. Consequently, even though we know in which direction an isocline shifts, we cannot tell what happens to the SS (the intersection of \( IC_1 \) and \( IC_2 \)). Thus, in general, the effects of a change in long run growth rates are ambiguous. Nevertheless, let us examine these effects further.

From equation (21) we get:

\[
\frac{dh_i^*}{dg_i^*} = -\frac{a^i_{gi} a^j_{gj}}{|A|}, \quad i = 1, 2
\]  \tag{22}

which is ambiguous. From equation (21) we also get:

\[
\frac{dh_j^*}{dg_j^*} = \frac{a^i_{gi} a^j_{gj}}{|A|}, \quad i \neq j, \quad i, j = 1, 2
\]  \tag{23}

Since \( a^i_{gi} a^j_{gj} < 0 \), we know that \( \text{sign}(dh_i^*/dg_i^*) = -\text{sign}(|A|), \quad i \neq j \). Thus, for both countries, the effects in equation (23) must have the same sign: \( \text{sign}(dh_i^*/dg_i^*) = \text{sign}(dh_2^*/dg_1^*) \). There are, therefore, two possible cases: (1) both \( dh_i^*/dg_i^* \) and \( dh_2^*/dg_1^* \) are negative, (2) both \( dh_1^*/dg_2^* \) and \( dh_2^*/dg_1^* \) are positive.

Although it may be obvious, it is still useful to note that (assuming that \( a^i_{gi} \) and \( a^j_{gj} \), \( i, j = 1, 2 \), are all non-zero) a change in the LRGR in one country affects the SS hate levels in both countries: this is simply a reflection of the interaction of the effects on the two isoclines. This, however, introduces two important elements into the analysis. First, even though \( g_j^* \) does not appear in country \( i \)'s motion equation, a higher LRGR in country \( j \) will decrease, or increase the SS level of hate in country \( i \neq j \). In other words, “indirect” elements of envy/compassion, are introduced into the model by the interaction of the two isoclines. Second, even though, by assumption, \( g_i^* \) has a negative effect on a country’s evolution of hate (\( a^i_{gi} < 0 \)), an increase in \( g_j^* \) may either decrease, or increase its own SS level of hate. In other words, the SS equilibrium response to an increase in its growth rate may be inconsistent with its “inherent” response (as captured by \( a^i_{gi} \); the response of its evolution of hate).

Altogether there are six possible cases, depending on the properties of the \( A \) matrix (which determine the slopes, \( S_i \), and difference in slopes, \( S \), of the isoclines). These cases are summarized in Table 3 below.\(^{22}\)

\(^{22}\)Note that when \( a^1_{gi} \) and \( a^2_{gi} \) have opposite signs, then \(|A| < 0 \), thus there are no entries in the last two columns of the first row in Table 3.
of a change in negative depends on (i) whether the long run growth rates are higher or lower than the normal rates (ii) which
not likely that we will have zero hate in both countries. Second, whether the SS levels of hate are positive, or
of the six cases above occurs. This is summarized in Table 4 below (an entry/pair +− means that \( h_1^* > 0 \) and
Although the envy part does not “sound appealing”, altogether this does not seem unreasonable. What about
Although there are six possible cases, not all seem equally “reasonable”. Specifically, it seems reasonable
that a country’s SS level of hate should decrease when its own LRGR increases. This should be true at least
for one of the two countries (namely we should have \( dh_i^*/dg_i^* < 0 \), for at least one country). It is, of course,
possible that this may not be true, but it would indeed seem unreasonable if for both countries \( h_i^* \) should
increase with \( g_i^* \). If this requirement is true for both countries, all but cases (i) and (iia) would be eliminated.
If it is true for at least one country, cases (iii) and (iv) would be eliminated. What about the “cross effect”
of a change in \( g_i^* \) on \( h_j^* \)? Do we expect \( dh_i^*/dg_j^*, i \neq j \) to be positive or negative? If \( dh_i^*/dg_j^* > 0 \) we have
what we referred to above as indirect envy/compassion (when \( g_j^* \) increases/decreases \( h_i^* \) increases/decreases).
Although the envy part does not “sound appealing”, altogether this does not seem unreasonable. What about
the other case where \( dh_i^*/dg_j^* < 0 \)? In this case, a country’s SS level of hate will be low when its rival’s growth
rate is high and it will be high when its rival’s growth rate is low. Regardless of ethical considerations, this
seems less “reasonable”. If, in addition to eliminating cases without \( dh_i^*/dg_j^* < 0 \), for at least one country, we
were to eliminate also the cases where \( dh_i^*/dg_j^* < 0 \), we would end up with three cases only: cases (iia), (iib)
and (iic).

Let us consider the implications of cases (i)-(iic) above regarding the nature of the SS. Specifically, we are
interested in finding out what the likely SS solutions are and, in particular, whether they are likely to involve
no hate. First, as was pointed out above, in general, there is no reason why we should have \( g_i^* \neq g_i^0 \), so it is
not likely that we will have zero hate in both countries. Second, whether the SS levels of hate are positive, or
negative depends on (i) whether the long run growth rates are higher or lower than the normal rates (ii) which
of the six cases above occurs. This is summarized in Table 4 below (an entry/pair +− means that \( h_1^* > 0 \) and
\( h_2^* < 0 \); more than one entry means that, at least for one country, the sign is ambiguous - it depends on \( g_1^* - g_1^0 \),
relative to \( g_2^* - g_2^0 \)). As Table 4 shows, a given configuration \((g_1^*, g_2^*)\) and \((g_1^0, g_2^0)\) does not necessarily tell us
if \( h_1^* \) and \( h_2^* \) are positive or negative. Specifically, just because \( g_1^* > g_1^0 \) it does not mean that \( h_1^* < 0 \) (e.g., in
case (iib) we have \( h_1^* > 0 \)). Furthermore, in general, a SS involves non-zero levels of hate (love). Table 4 also
shows that, in general, a SS involves non-zero levels of hate (love).

<table>
<thead>
<tr>
<th></th>
<th>( S_i )</th>
<th>( a_i^* &lt; 0 \rightarrow S_i &gt; 0 )</th>
<th>( a_i^* &gt; 0 \rightarrow S_i &lt; 0 )</th>
<th>( a_i^* &gt; 0, a_j^* &lt; 0 )</th>
<th>( a_i^* &lt; 0, a_j^* &gt; 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>A</td>
<td>) &gt; 0</td>
<td>Case (i) ( dh_1^<em>/dg_1^</em> &lt; 0 )</td>
<td>Case (iv) ( dh_1^<em>/dg_1^</em> &gt; 0 )</td>
<td>−</td>
</tr>
<tr>
<td>(</td>
<td>A</td>
<td>) &lt; 0</td>
<td>Case (iii) ( dh_1^<em>/dg_1^</em> &gt; 0 ) ( dh_1^<em>/dg_1^</em> &gt; 0, S &lt; 0 )</td>
<td>Case (iia) ( dh_1^<em>/dg_1^</em> &lt; 0 ) ( dh_2^<em>/dg_2^</em> &lt; 0 ) ( dh_2^<em>/dg_2^</em> &gt; 0, S &lt; 0 )</td>
<td>Case (iib) ( dh_1^<em>/dg_1^</em> &gt; 0 ) ( dh_2^<em>/dg_2^</em> &lt; 0 ) ( dh_2^<em>/dg_2^</em> &gt; 0, S &lt; 0 )</td>
</tr>
</tbody>
</table>

Table 3: Properties of \( A \)
Hence, the general solution to the HS is:

To solve the two differential equations, we linearize the equations \( G^i(h_1, h_2, g_i) \) at the SS point \((h^*, g^*)\). The linear approximation of the two hate motion equations is then:

\[
G^1(h, g) \equiv q^1 + a_1^1 h_1 + a_1^2 h_2 + a_{g_1}^1 g_1 \\
G^2(h, g) \equiv q^2 + a_2^1 h_1 + a_2^2 h_2 + a_{g_2}^2 g_2
\]

where \( q^i \equiv -(a_1^1 h_1^* + a_2^1 h_2^* + a_{g_1}^1 g_1^*), \)

so that the (linearized) differential equations can be written as the non-autonomous system (NAS),

\[
\frac{dh}{dt} = Ah + \eta
\]

where \( \frac{dh}{dt} \) and \( \eta \) are the 1X2 column vectors \((\frac{dh_1}{dt}, \frac{dh_2}{dt})^T \) and \((q^1 + a_{g_1}^1 g_1, q^2 + a_{g_2}^2 g_2)^T \), respectively.

First we find the solution to the homogeneous system (HS) \( \frac{dh}{dt} = Ah \). Let the vectors \( h^1 = [h_1 \ h_2] \) and \( h^2 = [h_1 \ h_2] \) be two linearly independent solutions to the HS (note that \( h^i \) with a superscript stand for the solution vector, whereas \( h_i \) with a subscript stands for the state variable -level of hate- in country \( i \)). Then, \( h^m = [h_1 \ h_2] \), where \( h_1 = c_1 h_1^1 + c_2 h_1^2 \), is the general solution to the HS.

The two corresponding eigenvectors, defined as \( z^1 = [z_{1,1} \ z_{1,2}] \) and \( z^2 = [z_{2,1} \ z_{2,2}] \), are obtained from the following equations:

\[
A z^1 = \lambda_1 z^1 \\
A z^2 = \lambda_2 z^2
\]

Hence, the general solution to the HS is:

\[
h^m = [h_1 \ h_2] = [c_1 z_{1,1} e^{\lambda_1 t} + c_2 z_{2,1} e^{\lambda_2 t} \ c_1 z_{1,2} e^{\lambda_1 t} + c_2 z_{2,2} e^{\lambda_2 t}] = [z_{1,1} e^{\lambda_1 t} \ z_{2,1} e^{\lambda_2 t} \ z_{1,2} e^{\lambda_1 t} \ z_{2,2} e^{\lambda_2 t}] [c_1 \ c_2] \equiv \Psi e
\]

If the determinant of \( \Psi \) is non-zero, we refer to it as the fundamental matrix corresponding to the HS above.

We assume that initial time is \( t_0 = 0 \) and the vector of initial values of hate, \( h(0) \), is given by,

\[
h(0) \equiv [h_1(0) \ h_2(0)] = [h_1^0 \ h_2^0] \equiv h^0
\]

\[23\] And, of course, \( G^i(h^*; g^*) = 0. \]
Given the fundamental matrix and using the initial conditions, we can obtain the values of the elements in the vector \( c \) by solving the equations \( h^0 = \Psi(0)c \) to obtain:

\[
  c = \Psi^{-1}(0) \ h^0
\]

The solution to the HS is, therefore, given by

\[
  h^m = \Psi(t)\Psi^{-1}(0) \ h^0
\]

Now, define the (transition) matrix \( \Phi(t, \tau) \) as:

\[
  \Phi(t, \tau) = \Psi(t)\Psi^{-1}(\tau)
\]

then, the solution to the HS is given by:

\[
  h^m = \Phi(t, 0) \ h^0
\]

The general solution to the NAS in (24), defined as \( h^s \), is given by the sum of the solutions to the HS (\( h^m \)) and the particular solution to the NAS, denoted as \( h^p \):

\[
  h^s = h^m + h^p
\]

where \( h^p \) is given by:

\[
  h^p = \Psi(t) \int_0^t \Psi^{-1}(\tau)\eta(\tau)d\tau
  = \int_0^t \Phi(t, \tau)\eta(\tau)d\tau
\]

Hence, the solution to the non-autonomous is given by (the variation of parameter formula):

\[
  h^s(t) = \Psi(t)\Psi^{-1}(0) \ h^0 + \Psi(t) \int_0^t \Psi^{-1}(\tau)\eta(\tau)d\tau = \Phi(t, 0) \ h^0 + \int_0^t \Phi(t, \tau)\eta(\tau)d\tau
\]

5 Stability

We begin by examining the HS. The characteristic equation corresponding to the HS is given by,

\[
  \lambda^2 - (a_1^1 + a_2^2)\lambda + |A| = 0
\]

and its characteristic roots are:

\[
  \lambda_1, \lambda_2 = \frac{1}{2}(a_1^1 + a_2^2) \pm \sqrt{(a_1^1 + a_2^2)^2 - 4 \ |A|}
  = \frac{1}{2}(a_1^1 + a_2^2) \pm \sqrt{\Delta}
\]
where $\Delta \equiv (a_1^2 + a_2^2)^2 - 4 |A|$ is the corresponding discriminant. But, since $a_{ij} \equiv \partial G^i(h^*, g^*_i)/\partial h_{ij} > 0$, $i \neq j$, $i, j = 1, 2$, we have:

$$\Delta \equiv (a_1^2 + a_2^2)^2 - 4 |A| = (a_1^2 - a_2^2)^2 + 4a_1^2a_2^2 > 0$$

Thus, we conclude that the solution involves two distinct real roots. Consequently, a cyclical pattern of hate in the HS is not possible. Moreover, given that cyclical patterns of hate cannot occur in the HS and given the monotonic relationship between violence and hate (in equation (15) we have $\partial V^i \partial V^i / \partial h_{ij} > 0$, all $i, j = 1, 2$), it also follows that the HS itself cannot give rise to cyclical patterns of violence. Similarly, this also implies that, for fixed values of gross rates of economic growth, we cannot have cyclical patterns of net rates of economic growth ($w^*_i(h_1, h_2; g_1)$. Cyclical patterns of hate, violence and net economic growth can, therefore, occur only due to possible cyclical patterns in the non-autonomous component, $\eta_i(t) = q^i + a^*_g g_i(t)$, which in turn reflect cyclical patterns in $g_i(t)$.

The only question is, therefore, whether the SS equilibrium in the HS is stable, or unstable. In principle, the following cases are possible in the HS: (I) if both roots are negative we have a stable node (II) if both roots are positive we have an unstable node and (III) if the roots have opposite signs we have a saddle point.

Let us, therefore, look at the six possible cases above. In the three “most reasonable” cases ((iia), (iib) and (iic)) we have $|A| < 0$. Since

$$\lambda_1 \lambda_2 = |A| < 0$$

$\lambda_1$ and $\lambda_2$ must have opposite signs. Hence, we conclude that in all three “most reasonable” cases the solution to the HS is a saddle-point.

In cases (i), (iii) and (iv) that were deemed to be “less reasonable” we have the following stability properties. In case (i) we have $|A| > 0$, so $\lambda_1$ and $\lambda_2$ must have the same sign. But, since $a_j^2 < 0$ we have $\lambda_1 + \lambda_2 = a_1^2 + a_2^2 < 0$, so $\lambda_1$ and $\lambda_2$ must both be negative, hence the solution to the HS is a stable node. In case (iii) we have $a_i^2 < 0$, and $|A| < 0$, so we have a saddle-point. In case (iv) we have $|A| > 0$ and $a_i^2 > 0$, so $\lambda_1$ and $\lambda_2$ must both be positive, so we have an unstable node.

Since in all three reasonable cases all have a SP, we conclude that the most likely outcome is, in fact, a SP. Namely, the HS is most likely to be unstable. Can we refine this even further? Remember that in order to have $a_i^2 < 0$, we require that (at $h^*; g^*_i$): $\partial H^i / \partial h_i < - (\partial H^i / \partial V^i + \partial H^i / \partial V^j + \partial H^i / \partial h_i)$; namely, the effects of depreciation, or forgetfulness, if they exist, must outweigh the effects of persistence plus the direct and indirect effects of violence. Since this is likely not to occur, cases (iiib) and (iic) are not likely to occur. The most likely case is, therefore, case (iiia) which yields a saddle point. We should remember, however, that hate neither conforms to, nor is based on, reason. Asking whether a particular case is reasonable or not may, in itself, not be desirable or even reasonable. Hence, it is perhaps best not to exclude cases that seem unreasonable.

We showed above that since $a_{12} > 0$ and $a_{21} > 0$, cyclical patterns of hate cannot occur in the HS. Let
us now briefly comment on the circumstances (assumptions) under which cycles may actually occur in the HS. Suppose that we introduce direct jealousy effects. Specifically, suppose that the evolution of hate in each country depends on economic conditions in both countries, so that the differential equations are given by:

\[
\frac{dh_i}{dt} = H^i(h_1, h_2, v_1, v_2, w_1, w_2), \quad i = 1, 2
\]  

(25)

A jealousy effect in country \( i \) occurs if \( \frac{\partial H^i}{\partial w_j} > 0, \ i \neq j \). Given equation (25) we now have to re-write equation (18) above as:

\[
\rho^j_i = \frac{dH^i}{dV^{*j}} = \frac{\partial H^i}{\partial V^{*j}} \frac{\partial r^j}{\partial V^{*j}} + \frac{\partial H^i}{\partial w_j} \frac{\partial r^j}{\partial V^{*j}}, \quad i \neq j
\]

Thus, for example, if country \( i \) has a jealousy effect, we may not have \( \rho^j_i > 0, \ i \neq j \) and consequently, we may (but not necessarily) have \( a^j_i \equiv G^j_i(h^*; g^* i) < 0, \ i \neq j \). We can define jealousy in country \( i \) to be “sufficiently strong” if it yields \( a^j_i < 0, \ i \neq j \). Hence, if both countries have sufficiently strong jealousy (\( a^2_2 < 0 \) and \( a^2_1 < 0 \)), we still have \( \Delta = (a^1_1 - a^2_2)^2 + 4a^1_1 a^2_2 > 0 \), so no cycles are possible. But, if only one country has sufficiently strong jealousy, whereas the other country does not (it either has no jealousy, or jealousy which is not sufficiently strong), then since \( a^1_1 \) and \( a^2_2 \) have opposite signs, we may have \( \Delta = (\gamma^1_1 + \gamma^2_2)^2 + 4\gamma^1_1 \gamma^2_2 < 0 \) and consequently, cycles may occur. Sufficiently strong jealousy in one and only one country is, therefore, a necessary condition for cycles in the HS.

Note that if the evolution of hate in country \( i \) is negatively affected by the level of hate in country \( j \neq i \) (i.e., we have \( \frac{\partial H^i}{\partial h_j} < 0 \)) we may also get \( a^j_i < 0, \ i \neq j \), possibly leading to cycles in the HS. This, however, is not very reasonable. Moreover, even if the evolution of hate in country \( i \) is negatively affected by the level of hate in country \( j \), this would still need to be true for one and only one country, so that \( a^1_1 \) and \( a^2_2 \) would have opposite signs.

Finally, since in the most likely cases the HS is unstable, so is the corresponding NAS. At the same time, given growth rates that converge to fixed (finite) long run rates, it follows that, in the less likely case, when the HS is stable (case(i)), so is the NAS.

### 6 Example: Linear Model

In this section we provide an example of a linear model that enables us to examine the effects of changes in various parameters on the nature and stability of the equilibrium. We assume that equations (1) are given by the following linear equations:

\[
\begin{align*}
v_1 &= s^1_1 h_1 + s^2_1 h_2 + d_1 v_2 \\
v_2 &= s^1_2 h_1 + s^2_2 h_2 + d_2 v_1
\end{align*}
\]

(26)

or,

\[
\begin{bmatrix}
1 \\
-d_2 
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2
\end{bmatrix}
= \begin{bmatrix}
s^1_1 & s^1_2 \\
s^2_1 & s^2_2
\end{bmatrix}
\begin{bmatrix}
h_1 \\
h_2
\end{bmatrix}
\]

(27)
where \( s_j^i > 0 \) and \( d_i > 0 \) for all \( i, j = 1, 2 \) and the 2X2 matrix on the left hand side corresponds to the Jacobian matrix \( F \) in equation (12). As we noted above, \(|F| > 0\), thus we have:

\[
\phi \equiv 1/(1 - d_1d_2) > 0.
\]

Define the 2X2 matrix on the right hand side of equation (27) as \( S \) and the column vectors of hate and violence as \( h \) and \( v \), respectively. The solution for violence is, therefore, given by:

\[
v = \phi Sh
\]

Next, we assume that \( w_i[v_1(t), v_2(t), t] \) in equation (5) is given by:

\[
\begin{pmatrix}
    w_1 \\
    w_2
\end{pmatrix} =
\begin{pmatrix}
    g_1 \\
    g_2
\end{pmatrix} -
\begin{pmatrix}
    k_1^1 & k_1^2 \\
    k_2^1 & k_2^2
\end{pmatrix}
\begin{pmatrix}
    v_1 \\
    v_2
\end{pmatrix}
\]

(29)

where \( k_j^i > 0, \) for all \( i, j = 1, 2 \). Define the 2X2 matrix on the right hand side of equation (29) as \( K \) and the column vectors of net and gross growth rates \( w \) and \( g \), respectively. The solution for violence is, therefore, given by,

\[
w = g - Kv
\]

But, since we are using a linear model in this example and growth rates are, in general, not linear, we need to do one of two things. First, can simply take the growth rates to be fixed and given by their long run values of \( g_1^* \) and \( g_2^* \). Second, we can linearize \( g_i \) at its long run value, which again gives us the same result. Namely, the linearized value of \( g_i \), at its long run value, is simply the long run values of \( g_i^* \). Thus, we write the solution for \( w \) as:

\[
w = g^* - Kv
\]

Finally, we assume that equations (8) above can be written as:

\[
\begin{pmatrix}
    \frac{dh}{dt} \\
    \frac{dt}{dt}
\end{pmatrix} =
\begin{pmatrix}
    \alpha_1^i & \alpha_2^i \\
    \alpha_1^j & \alpha_2^j
\end{pmatrix}
\begin{pmatrix}
    h_1 \\
    h_2
\end{pmatrix} +
\begin{pmatrix}
    b_1^i & b_1^j \\
    b_2^i & b_2^j
\end{pmatrix}
\begin{pmatrix}
    v_1 \\
    v_2
\end{pmatrix} -
\begin{pmatrix}
    \theta_1^i & 0 \\
    0 & \theta_2^i
\end{pmatrix}
\begin{pmatrix}
    w_1 \\
    w_2
\end{pmatrix}
\]

(30)

where: (i) \( \alpha_j^i > 0, \) for all \( i \neq j, \) but \( \alpha_i^i, \) \( i = 1, 2, \) may be positive, negative, or zero (ii) \( b_j^i > 0 \) for all \( i, j = 1, 2 \) and \( \theta_j^i > 0 \) for all \( i = 1, 2 \). Defining the three 2X2 matrices in equation (30) as \( A, B \) and \( \theta, \) respectively, and defining the 1X2 column vector on the left hand side as \( \frac{dh}{dt} \), the equations can be written as:

\[
\frac{dh}{dt} = Ah + Bv - \theta w
\]

Substituting the solution for violence and growth from equations (28) and (29) our system of two differential equations can be written as:

\[
\frac{dh}{dt} = [A + \phi(B + \theta K)] S h - \theta g^*
\]
or,  
\[
\frac{dh}{dt} = \gamma h - \theta g^*  
\]  
where the 2x2 matrix \(\gamma\) is defined by:  
\[
\gamma \equiv \alpha + \phi(B + \theta K)S  
\]  
and \(\gamma_i^j > 0\), for all \(i \neq j\), but \(\gamma_i^i, i = 1, 2\), may be positive, negative, or zero.

First, note that in order to have a SS with zero hate in the linear model (assuming that \(|\gamma| \neq 0\)) we must have zero growth in both countries. There is, of course, no reason why this should be the case. In fact, from equation (31), the SS level of hate is now given by:  
\[
h^* = \gamma^{-1} \theta g^*  
\]  
which will not be zero in either country unless both long run growth rates are zero.

Let us now examine the dynamic properties and stability of the system. The characteristic equation corresponding to equation (31) is given by,  
\[
\lambda^2 - (\gamma_1^1 + \gamma_2^2)\lambda + |\gamma| = 0  
\]  
and its characteristic roots are:  
\[
\lambda_1, \lambda_2 = \frac{1}{2}[(\gamma_1^1 + \gamma_2^2) \pm \sqrt{(\gamma_1^1 + \gamma_2^2)^2 - 4 |\gamma|}]  
\]  
where \(\Delta \equiv (\gamma_1^1 + \gamma_2^2)^2 - 4 |\gamma|\) is the corresponding discriminant. But, since \(\gamma_{ij} > 0\), for \(i \neq j\), we have:  
\[
\Delta \equiv (\gamma_1^1 + \gamma_2^2)^2 - 4 |\gamma| = (\gamma_1^1 - \gamma_2^2)^2 + 4\gamma_1^2\gamma_2^1 > 0  
\]  
Thus, the solution involves two real roots. Consequently, a cyclical pattern of hate is not possible. The only question is whether the SS equilibrium is stable, or unstable. The following cases are possible in this model: (i) if both roots are negative we have a stable node (ii) if both roots are positive we have an unstable node and (iii) if the roots have opposite signs we have a saddle point. Under what conditions are these three possibilities likely to occur? In the previous section we discussed what the “reasonable” cases may be. In this section, with a linear example, we can go a bit further and examine the effects of various parameters on the likelihood of different stability configurations.

First, consider the effects of an increase in \(\gamma_{ii}\). From equation (33) we obtain:\(^{24}\)  
\[
\frac{\partial \lambda_1}{\partial \gamma_i^i} = \frac{1}{2\sqrt{\Delta}}(\sqrt{\Delta} + (\gamma_i^1 - \gamma_j^1)) \geq 0, \quad i \neq j  
\]  
\(^{24}\)Since with \(\gamma_2^1\gamma_1^2 > 0\), we have:  
\[
\sqrt{\Delta} + (\gamma_i^1 - \gamma_j^1) = \sqrt{(\gamma_j^1 - \gamma_i^1)^2 + 4\gamma_1^2\gamma_2^1 + (\gamma_i^1 - \gamma_j^1)} > \sqrt{(\gamma_j^1 - \gamma_i^1)^2 + (\gamma_i^1 - \gamma_j^1)} = 0.  
\]
\[ \frac{\partial \lambda_2}{\partial \gamma_i} = \frac{1}{2\sqrt{\Delta}}(\sqrt{\Delta} + (\gamma^j_j - \gamma^i_i)) \geq 0, \quad i \neq j \]

where \( \Delta > 0 \).

Thus, as \( \gamma^i_i \) increases, both characteristic roots increase, so it becomes more likely to have an unstable solution. But, since \( \gamma^i_i \) is a complicated expression that involves many of the parameters, it would be useful to identify what will cause it to increase. From equations equation (32) we have:

\[ \gamma^i_i = \phi(\theta^i_i k^i_i (s^i_i + d_1 s^2_1) + b^i_i (s^i_i + d_2 s^1_i)) - (1 - d_2d_1)\alpha^i_i \]

\[ + (b^i_1d_1 + b^i_2)s^2_1 + b^i_2d_2s^1_i + b^i_1s^1_i, \quad i = 1, 2 \]  

(35)

where \( \phi \equiv 1/(1 - d_1d_2) > 0 \). Since all the parameters (were define so that they) are positive, it follows that an increase in any of the parameters on the right hand side of equation (35), except for \( \alpha^i_i \), will increase \( \gamma^i_i \); thus making instability more likely.\(^{25}\) On the other hand, an increase \( \alpha^i_i \) will decrease \( \gamma^i_i \), thus making stability more likely.

Next, consider the effects of an increase in \( \gamma^j_j, i \neq j \). From equation (33) we obtain:\(^{26}\)

\[ \frac{\partial \lambda_1}{\partial \gamma^j_j} = \frac{\gamma^j_j}{\sqrt{m}} > 0, \quad i \neq j \]

\[ \frac{\partial \lambda_2}{\partial \gamma^j_j} = \frac{1}{2\sqrt{m}}(\sqrt{m} + (\gamma^j_j - \gamma^i_i)) \geq 0, \quad i \neq j \]

Thus, as \( \gamma^j_j \) increases, both characteristic roots increase, so it becomes more likely to have an unstable solution. From equations equation (32) we have:

\[ \gamma^j_j = \phi(\theta^j_j k^j_j (s^j_j + d_1 s^2_1) - (1 - d_2d_1)\alpha^j_j + b^j_j (s^j_j + d_1 s^1_1) + \theta^j_j k^j_j (s^j_j + d_1 s^1_1)) \]

(36)

Thus, an increase in any of the parameters on the right hand side of equation (36), will increase the corresponding \( \gamma^j_j \), thus make instability more likely.\(^{27}\)

Thus, for example, the above results imply that instability becomes more likely if there is an increase in: (i) responsiveness to economic condition (captured by \( \theta^i_i \)), or violence (captured by \( b^i_i \)), (ii) vengefulness (unwillingness to forgive, as captured by \( \alpha^j_j \)) and (iii) marginal cost of violence (captured by \( k^j_j \)). On the other hand an increase in forgetfulness (depreciation - captured by \( \alpha^i_i \)) makes stability more likely.

7 Conclusion

This paper provides a simple model that explains the interdependence between hate, violence and economic conditions and their dynamic properties. We define the ideal state of genuine peace and show that, in general, \(^{25}\)Note that \( \frac{\partial \gamma^i_i}{\partial \alpha^i_i} = \frac{1}{(1 - d_2d_1)^2} \left[ (b^i_1s^2_1 + \theta^i_1k^i_1s^1_1 + d_1\theta^i_1k^i_1s^1_1 + b^i_1d_1s^2_1 + d_1\theta^i_1k^i_1s^2_1 + d_1b^i_1s^1_1 + \theta^i_1k^i_1d_1s^2_1 + d_1b^i_2s^2_1) > 0 \). \(^{26}\)The sign of the second effect is obtained in the same way as in equation (34). \(^{27}\)Note that from the previous footnote it can be seen that \( \frac{\partial \gamma^j_j}{\partial \alpha^i_i} > 0 \).
such a state is not likely to be an equilibrium. Although we show that a time-dependent economic growth process that effects the evolution of hate (and converges to some long run value) can yield a long run steady state, this steady state will not be one with zero hate and zero violence. Moreover, we show that a better long run economic environment does not necessarily result in lower equilibrium levels of hate and violence. We examine the dynamic properties of the hate and violence and show that, under reasonable conditions, cycles of hate and violence cannot occur. This implies that the dynamics of hate and violence in itself cannot result in cyclical patterns of (net) economic well-being. Specifically, cyclical patterns of (net) economic well-being can occur only due to cyclical patterns of gross growth rates. We also show that while it is possible to have either stable, or unstable equilibria, the most likely equilibrium is unstable (a saddle point). Using a linear example, we show that instability becomes more likely if there is an increase in the responsiveness to economic condition and violence; the unwillingness to forgive; the marginal cost of violence and the “length” of a country’s memory.
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Highlights

- Hate, violence and economic well-being are dynamically interdependent.
- Genuine peace is unlikely to be an equilibrium.
- Improved well-being does not necessarily reduce long-run hate and violence.
- The most likely equilibria are unstable and non-cyclical.
- Instability is more likely with greater unwillingness to forgive and forget.